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® Conclusions




IO classify each of a large number of black and

hite rectangular pixel displays as one of the 26

—  capital letters of the English alphabet.
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Ource » David Slate (Jan 1991)

Odesta Corporation, Evanston, IL 60201

= Detalls.

-based on 20 different fonts

-representing five ditferent stroke styles--simplex,
duplex, triplex, complex, and Gothic

-and' six different letter styles--block, script, italic,
English, German, and Italian.
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FdCetora chiaracter-image generating program with
ermiyedistributed parameter values for font type, letter of the
iPhaberlinear magnitication, aspect ratio, and horizontal &

rectangular array of pixels, each of which was “on” or “oft”

The totality of “on” pixels represented the image of the desired
character

average dimension of the arrays was 45 pixels high by 45 pixels
wide
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Aehiimage associated with a vector of 16
gomerical attributes

teatures of pixel distribution




Saimple Image

:+Pixel Distribution
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S
ency Distribution of .

A -789 F-775 K-739 P-803 U-813
“B-766 G-773 L-761 Q-783 V-764
EEeT86 H-734 M-792 R-758 W-752

& D-805 I-755 N =783 =S — 748 X ='78%
e FE-768 J-747 O-753 T-79 Y -786
- 7 -734

There are no missing data




Previous Werk

AccUracy.

AUthor, Year

82.7

Frey, Slate (1991)

95.67

Aha et al (1991)

o =S

LVQ

93.6
92

Taylor (1994)

C4.5 + CART
+ ECOC

90

Dietterich and Bakiri (1995)

SVM

Hsu and Lin (2002)

1-NN+Adaboost

Athitsos (2004)




=Xploratony. Cluster

Clusters of Letters
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S2=P{Y="A" | X="A")
=P (X='A’ N Y="A"} /P{X="A")
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_;Jttestlng set, its Euclidean distance from each
= member in the memory is calculated.

~® [t is then assigned the same classification as the
classification of the member it is nearest to




ieateltraining and testing sets
Traing -16000

| f.—-h esting-4000
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= ; Code the 1-NN algorithm in matlab
® Run 12 experiments




= s High sensitivity
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== High specificity
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est Neighbor

Worst Error Rate Statistics




.

est Neighbor

Best Error Rate Statistics




flige
MOl EXample, the misclassification rate of

— g

==WB”as “R" is 2.22%
— o And the misclassification rate of “F” as “P”

IS 2.75% etc




' ’_he case ofi tie, we choose the first class

Percentage of Error Due to Ties

8 9 10=_"171 12

error 271 264 224 281 268 224 291 206 233 215 281 20.7




_-T)—conditional density of X given G=k

. —prior probability of class k
y Bayes theorem

Pr(G=k | X=x) =f, (X).n, /2, f,(X).n,




.

log{ Pr(G=k | X=x) } =-5*log{ (1/ (2n)P| =, | )} -
- o Va (X—p)" 2t (X_Hk)‘HOQ(”k)
® | DA classifies based on the logarithm of

the posterior probability
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BNEonsistency: (standard deviation): 0.21%

Worst Classified

Average accuracy

44.3
45.6
46.8
46.9
50.1




Best Classified

Average accuracy
85.8
88.6
85.4

85.9
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= ®ihe misclassification rate of “"G” as “C” is

=
L
o

oil—
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—® The misclassification rate of "H” as “K” is
8.1%
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® Decision rule




Soport Vector Machniness

SEelult Classes (k=1, 2...n)
=506lve one optimization problem
2EOMDININg several SVMs for binary
= Classifications
== s One-against-all: n SVMs
® One-against-one: n(n-1)/2 SVMs
* DAG




nox for LIBSVM

oroblem: 16%

nwaighofer
— Error-Correcting Output Codes
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PPt Vector Machiness

- J_L; JElg RBF kernel

I_'

_ erage success rate: 96.96%
' C onsistency (standard deviation): 0.26%




Dmparison of SVM Methods

NUmler

- | of SVMs

Success
rate (%)

Tuning of
Paramete
rs

Comparison of ECOC Methods

7)

97.88

Yes

Method

Success
rate
(%)

Length
of
codes

~ |one-

agianst-
one

97.98

Yes

DAG

Above
90

62

ECOC




BTt Classified: D, B, K, R, H

SESOIE misclassification patterns in

= confusion matrix: P& F, I & J, B& S &R
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2 I-NIN and SVM showed faster learning
= qates compared with LDA. We note however

G —
il
e
i

= _F —_—

that LIDA’s accuracy (70%) did not significantly
change when the training set was reduced from
16,000 to 1,600.




i terms of classitication errors, 1-NN and
SVAVIRaleoerithms produce similar

. The most computmg intensive method is
SVM and least is LDA.

~® 5. The OSU-SVM Toolbox (Ahalt, Ma, &,
Zhao,2002) may need code modification as it
did not work for this particular data set.




atlonshlps between the features to

etermme plausibility of dimension

(€.g., elimination, linear or non—lmear
combinations of some features)




& Consider different types of boosting to
Iprove the performance of 1-Nearest

PDistance metrics, other than Euclidean,
may be explored for the nearest-neighbor
algorithm.




and'non-statistical algorithms. For example, doing a
tree-based method and a multiple logistic regression.
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